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1.Introduction 

  
LZW compression replaces character rows by simple codes without making the next words 

analysis. Instead, it adds each new row in a row table. The compression appears when only a code is 
printed instead of a character row. It starts with a simple table, which associates one code to each possible 
character (256 inputs of 8 bytes each of them, for example). During the process carrying on, the algorithm 
is building a larger and more efficient codes table, adding new codes for each new sequence of characters. 
All that is necessary is to set the table maximum length so that to know the maximum length of the code 
that can be allocated. The code that LZW algorithm is displaying is of an arbitrary length, but it should 
consists of more bytes than a single character. The first 256 codes (when 8 bytes characters are used) are 
implicitly associated to the character standard set. The remaining codes are associated to some rows as long 
as the algorithm advances. The optimum version is running with 12 bytes codes. 

  
2. Presentation of the Compression Algorithm 

  
LZW compression algorithm consists of the following steps: 
1.        The dictionary initializing – all the tree nodes are marked as being initialized. All the ASCII 

256 characters represent the first 256 symbols of the dictionary, too. The current sequence to 
be processed is null; 

2.        The variable NextCode is initialized with the first available value (for the first cycle 257); 
3.        Character = the next symbol from the input file; 
4.        The up-dated combinations with the new character are searched in the dictionary; if they do 

not exist, the formed combination is added in the dictionary with a new code; 
5.        If exist, the code corresponding to that combination becomes the new current code; 
6.        Have it finally reached the end of a file? If not, the step 2 is repeated; if yes, the combination 

is sent, which is the last row of the file; 
7.        EndOfStream is sent, which informs the decoder that it reached the end of file. 

  
  
3. Presentation of the Decompression Algorithm 
  
                At decompression, the flow of data sent to compression, which is used to rebuild the initial data 
flow. The only problem to remake the tree appears when the decoded characters are maintained in reverse 
order, which requires their putting in pile, extracting in reverse order and their writing in the output file. 

The algorithm steps are as follows: 
1.        Initializing-locating of the NextCode variable (used for the managing of the codes added in 

the dictionary; 
2.        The code value is read, the row is searched in the dictionary and it is found and is sent; 



3.        A new row is formed from the OldCode and also the first read character from the current 
row; 

4.        If the input flow has not been ended, you should come back to step 2. 
Only one exception in the compression algorithm can create decompression problems. Any time 

when a new row is added in the dictionary at compression, this means that the whole row has been met in 
the dictionary up to that moment. If by any reason, the compressor has used this row as an equivalence row, 
problems will be met at decompression. This would mean the decompression of a row, which is not in the 
dictionary yet. If an existing row in the dictionary consists of a pair Row-Row and an input row, the 
sequence Caracter+Row+Caracter+ Row+ Character will be met, the compression algorithm will send a 
code before the decompressor should define it. 

These exception treating was made by adding once again the first character of the row at the end. 
  
4. Experimental Results 
  

A trial row is used in the next table to demonstrate the algorithm. Following the steps of the algorithm for 
this row of characters, it can be noticed that at the first cycling of the loop a check is made to notice if the 
row “/W” is in the table. If not, the code for “/” is printed and the row “/W” is added to the table. Due to the 
fact that 256 characters have already been defined with the codes 0-255, the code 256 is associated to the 
first row defined. After the reading of the third letter “E”, the code of the second row “WE” is added to the 
table, and the code for letter “W” is printed. This continues until the characters ‘/’ and ‘W’ are read in the 
second word, matching to the code 256. In this case, code 256 is printed, and a row consisting off three 
characters is added in the table. The process continues until the row has been   exhausted and all codes were 
printed. 

 

The resulted example for the row is presented together with the row table. The row table fills 
quickly as soon as a new row is added a resulting code to the table. In this characters repeating sequence, 
five code replacements were made, together with 7 characters. In the examples consisting of real rows, the 
compression does not start until an adequate table has not been built, usually after at least 100 octets 
reading. 

  
  



4. Optimizing 
  

Using of variable codes lengths up to 15 bytes allows a lot of improvements. 
The compression rate will increase if it is possible to memorize more rows, so a greater size of the 

dictionary. For a 15 bytes code maximum length, a dictionary of 32768 rows dictionary can be used. The 
code length size can lead to increasing the calculation time. 

This advantage becomes a disadvantage at the smaller sizes files. To solve this problem, the next 
program starts by using codes having 9 bytes length, and then passing to 10 bytes at the moment when 256 
free inputs were entered the dictionary. Further, it will be used 10, 11, up to 15 bytes. 

For the decompression program, a passing code from a level to another will be used, named 
CodSinc. This code asks the decompression program to modify immediately the code length. 

For the large files, the dictionary may fill up at a moment. At this moment, it is canceled and it is 
rebuilt from 0. This moment is indicated to the decompressor by the filling-up code.                                  

  
5. Results and Conclusions 
  
The results from the table 2 have been got further to a test on a sample of 12 test files of different types and 
sizes. 

 

  
       The best application for LZ algorithms is data memorizing, which are used quite often, without 

being modified each time (statistical annual books, phone books…). Also, the files with many 
recurrent data use this algorithm to develop complex applications. Test12.bmp file has 
experimentally been created by 50 times multiplication of a figure, but generally, this type of file 
is very well compressed by Lempel-Ziv algorithm class. 

       Taking into account the large using of LZ algorithm in data sending, the method has been 
licensed. The holder of the license on this algorithm, Unisys Company, allows the free use of this 
method, excepting the commercial software makers. 
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